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Abstract17

Understanding the controls on the infiltration of precipitation into soil is an important18

problem in hydrology and its representation in heterogeneous media is still challenging.19

Here we investigate the reduction of gravity-driven infiltration by the development of a20

saturated region due to the downward decrease in porosity and/or hydraulic conductiv-21

ity. The formation of a saturated region chokes the flow and leads to a rising perched22

water table that causes ponding even when rainfall intensity is lower than the surface23

infiltration capacity. Mathematically this problem is interesting, because its governing24

partial differential equation switches from hyperbolic in the unsaturated region to ellip-25

tic in the saturated region. To analyze this coupled unsaturated-saturated flow we de-26

velop an extended kinematic wave analysis in the limit of no capillary forces. This the-27

ory provides a general framework to solve gravity-dominated infiltration problems for28

arbitrary downward decrease in porosity and/or conductivity. We apply the framework29

to three soil profiles (two-layer, exponential and power-law decay with depth) and de-30

velop (semi-) analytic solutions for evolution of the water saturation. For the case of a31

two-layer soil the saturated flux, and therefore the front speeds, are constant which al-32

lows explicit analytic solutions that agree well with Hydrus-1D. All solutions show ex-33

cellent agreement with our numerical solutions of the governing equations in the limit34

of no capillary forces. Similarly, our solutions compare well with experimental data for35

infiltration into a multi-layer soil with declining hydraulic conductivity.36

Plain Language Summary37

Understanding the rainfall into a heterogeneous medium is crucial to estimate the38

time when rainwater will pond on the surface and begin to form runoff. Previous work39

has focused on the limiting cases: limited rainfall where the soil is always unsaturated40

and water never ponds on the surface and excessive rainfall where the soil is always sat-41

urated but ponding is initially prevented by capillary suction. Here we focus on the case42

of transitional rainfall where soil dynamically switches from unsaturated to saturated43

if hydraulic conductivity declines with depth. In this case, all rainwater initially infil-44

trates until a perched water table forms in the soil. If rainfall is sustained long enough45

this perched water table rises to the surface and water begins to pond and runoff is gen-46

erated. The dynamics can be compared to filling a leaking bucket, where rise of the wa-47

ter level in the bucket depends on the rate of leakage through the base. The motion of48

such water fronts is studied by extending an established mathematical theory, which ul-49

timately yields simple analytical solutions.50

Symbols and notations

Symbol Definition (SI Units)

R Rainfall intensity (m/s)
Ks Saturated hydraulic conductivity at surface (m/s)
fc Surface infiltration capacity (m/s)

Km Minimum sat. hydraulic conductivity across soil profile (m/s)
φ Porosity (or volume fraction in Figures 3, 8 and 10) (m3/m3)
k Intrinsic or absolute permeability of the soil (m2)
s Water saturation (m3/m3)
t Time variable (s)
z Depth coordinate (m)

K(s) Saturation dependent hydraulic conductivity (m/s)
Ψ Capillary suction head or matric head (m)

krw Relative permeability of water phase (-)
ρ Density of water phase (kg/m3)
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g Acceleration due to gravity (m/s2)
µ Dynamic viscosity of water (Pa.s)

swr Residual water phase saturation (m3/m3)
sgr Residual gas phase saturation (m3/m3)
Pe Peclet number:= Advective transport / diffusive transport (-)
θ Soil moisture content = Saturation×Porosity (m3/m3)
D Soil water diffusivity (m2/s)
h Hydraulic head (m)

Ωs Domain of complete saturation
p Pressure of water phase (Pa)

∂Ωs Interface between saturated and unsaturated domains
v Velocity of the interface (m/s)
q Flux of water phase (m/s)
qu Unsaturated flux across the interface (m/s)
qs Saturated flux across the interface (m/s)
su Saturation on the unsaturated side of the interface (m3/m3)
ss Saturation on the fully-saturated side of the interface (m3/m3)
K Harmonic mean of hydraulic conductivity (m/s)
zk Location or depth of the shock front k (m)
ts Time of formation of saturated region (s)
tp Time of ponding (s)
Sk Speed of the shock front k (m/s)
ε Infinitesimally small depth, 0 < ε� 1 (m)
zs Location or depth where saturated region forms (m)
tu Time upper shock takes to reach the surface since its formation

(s)
m Porosity-permeability power law model constant (-)
n Relative permeability-effective saturation power law model

constant (-)
k0 Absolute permeability at unity porosity, a model constant (m2)
K0 Saturated hydraulic conductivity at unity porosity, a model

constant (m/s)
se Effective water saturation (-)
z0 Characteristic depth (or location of the porosity jump in two-

layered soil) (m)
l Thickness of the saturated region (m)
C Ratio of upper shock speed to lower shock speed (-)
up Pore or interstitial velocity of the water phase (m/s)
p Power-law porosity decay exponent (-)

Ko Saturated hydraulic conductivity at the surface (m/s)
f Conductivity decay coefficient (m−1)

Ψwf Green and Ampt wetting front potential (m)
∆θ Available pore space (m3/m3)
Ic Cumulative infiltration (m)
C Storage suction factor (m)
q Volumetric flux vector of water phase (m/s)

krg Relative permeability of the gas phase (-)
g Acceleration due to gravity vector (m/s2)
pc Capillary pressure:= Difference between gas and water pressures

(Pa)
qT Total flux of water across the domain (m/s)
F Advective flux of the water phase (m/s)
D Diffusive flux of the water phase (m/s)

Subscripts

–3–
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∂Ωs Variable evaluated at the interface ∂Ωs
f Variable corresponding to the initial wetting front
u Variable corresponding to the upper shock (or upper layer in

two-layer soil)
l Variable corresponding to the lower shock (or lower layer in

two-layer soil)
i Initial value of variable inside the soil at a specific location

+ Variable evaluated on the lower side of shock
− Variable evaluated on the upper side of shock
0 Characteristic variable or variable evaluated at the surface
g Variables corresponding to gas phase instead of water phase

Superscripts

′ Dimensionless equivalent of the corresponding variable
0 Variable evaluated at complete saturation (end-point)

1 Introduction51

Infiltration is the entry of surface water into soil and its subsequent downward mi-52

gration (Brutsaert et al., 2005). It partitions surface water into runoff and subsurface53

water and is therefore a crucial element of the hydrological cycle (Morbidelli et al., 2018a).54

Infiltration affects a myriad of processes both natural and anthropogenic, e.g., ground-55

water recharge, irrigation, flooding, and erosion (see Vereecken et al. (2019) for review).56

Infiltration of rain or surface water is a complex process that depends on many factors57

such as soil type, vegetation, topography, rainfall conditions and anthropogenic factors58

(Te Chow, 2010; Morbidelli et al., 2018a). While the quantitative study of infiltration59

has a long history, see Assouline (2013) for a historical review, the subject has received60

renewed interest due to its essential role in Land Surface Models (LSMs) (Clark et al.,61

2015). These LSMs are an important components of larger-scale Earth System Models62

(ESMs) needed to understand changes in the hydrologic cycle due to climate change and63

to develop societal adaptation strategies.64

As such, infiltration has been the subject of several recent reviews by Morbidelli65

et al. (2018b), Vereecken et al. (2019) and Nimmo (2021) that highlight the need for con-66

tinued improvements of our understanding of the physical processes, their incorporation67

into infiltration models and their representation in LSMs and ESMs. Among the chal-68

lenges they identify are the heterogeneity of the soil physical properties and their up-69

scaling, macro-porosity, front instability and preferential flow. In this study, we address70

some of the challenges posed by vertical soil heterogeneity (Keller & Or, 2022). Changes71

in soil properties with depth control the infiltration of water and hence the time until72

ponding and the formation of runoff (Vereecken et al., 2019). In particular, the presence73

of low conductivity horizons or decreases of conductivity with depth restrict infiltration74

(Kale & Sahoo, 2011) and may lead to the formation of a rising perched water table that75

is essential for runoff estimation in LSMs (Dai et al., 2019).76

Infiltration is commonly characterized in terms of the rainfall intensity, R (m/s),77

the saturated hydraulic conductivity at the surface, Ks (m/s) and the infiltration capac-78

ity, fc (m/s). The infiltration capacity of a partially saturated soil can exceed its sat-79

urated hydraulic conductivity temporarily due to capillary suction, Ks ≤ fc (Horton,80

1933). Based on these quantities Mein and Larson (1973) differentiate the following three81

infiltration cases:82
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(a) Rainfall limited infiltration, R < Ks: All rainwater infiltrates the soil so that pond-83

ing and runoff do not occur.84

(b) Transitional infiltration, Ks < R ≤ fc: All rainwater initially infiltrates due to85

capillary suction. Only as capillary suction declines water begins to pond and there-86

fore runoff is delayed.87

(c) Percolation limited infiltration, Ks < fc ≤ R: The rainfall exceeds the infiltra-88

tion capacity, so that water ponds instantaneously and runoff occurs immediately.89

The transitional infiltration (b) is the most challenging for models, because they need90

to capture the delay in ponding and runoff generation. In a dry homogeneous soil tran-91

sitional behavior occurs because the infiltration capacity declines with time, due to re-92

duction in capillary suction as the wetting front spreads out (Philip, 1957). The runoff93

generated from this process is commonly referred to as Hortonian overland flow (Horton,94

1933). However, ponding in homogeneous soils can also occur during the rainfall limited95

infiltration (a) if the water table is shallow so that continued infiltration fills up the avail-96

able pore space. Runoff generated by this mechanism is commonly referred to as Dunne97

overland flow (Dunne, 1978).98

In heterogeneous soils ponding can also occur in absence of both capillary forces99

and a shallow water table. A decline of hydraulic conductivity with depth or the pres-100

ence of a low conductivity layer at depth can lead to the formation of a saturated layer101

that restricts infiltration and leads to the formation of a rising perched water table. Once102

the perched water table reaches the surface ponding begins and the runoff is generated.103

However, in contrast to Dunne overland flow where infiltration ceases, in this case in-104

filtration may continue after ponding. This behavior occurs if Km < R ≤ fc, where105

Km is the minimum hydraulic conductivity of the soil profile, 0 < Km < Ks.106

For the purpose of this study we refer to this behavior in heterogeneous soils as tran-107

sitional, because infiltration transitions from rainfall limited to percolation limited. Here108

we investigate the dynamics of transitional infiltration due to vertical soil heterogene-109

ity and develop (semi-) analytic solutions for the saturation evolution. For simplicity we110

assume constant rainfall, R, and gravity dominated infiltration, i.e., negligible capillary111

forces (fc = Ks). Below we briefly summarize relevant previous work, but point to re-112

cent reviews mentioned above for more extensive summaries.113

Infiltration is typically modeled with Richards equation which describes the wa-114

ter movement due to gravity and capillary forces in a partially saturated soil (Richards,115

1931; Philip, 1957). It remains the standard for infiltration modeling, in particular in116

LSMs (Vereecken et al., 2019), although it fails to describe commonly observed phenom-117

ena such as the instability of the wetting front, saturation overshoots and the formation118

of preferential flow path (DiCarlo, 2013; Nimmo, 2021). While some of these features can119

be described with extensions of Richards equation (Hassanizadeh & Gray, 1993; DiCarlo,120

2005; Cueto-Felgueroso & Juanes, 2008), most work on infiltration instead relies on the121

simplifications of Richards equation.122

The most commonly used infiltration model was developed by Green and Ampt (1911)123

which assumes a sharp wetting front resulting in a saturated medium behind the wet-124

ting front, and including the effect of capillary suction. This allows it to represent tran-125

sitional infiltration due to capillary suction (Mein & Larson, 1973). Over time this model126

has been extended and modified numerous times to account for heterogeneous soils and127

complex rainfall patterns, see Kale and Sahoo (2011) for a review. Most relevant to the128

work presented here are the studies extending the Green-Ampt approach to layered soils129

(Childs & Bybordi, 1969; Mein & Larson, 1973; Corradini et al., 2000) and to exponen-130

tially decaying conductivity profiles (Beven, 1984; Selker et al., 1999). However, none131

of these studies consider the formation and growth of a perched water table at a later132

stage due to soil heterogeneity.133
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Another simplification of Richards equation is the kinematic wave approximation134

(Sisson et al., 1980; Smith, 1983; Charbeneau, 1984). It neglects capillary forces but cap-135

tures the dynamics of gravity-driven unsaturated flow and has been used to study wa-136

ter infiltration, redistribution and drainage in soil and snow (Colbeck, 1972; Singh et al.,137

1997; Clark et al., 2017; Meyer & Hewitt, 2017). This approximation leads to a non-linear138

wave equation that allows solution by the Method Of Characteristics (MOC). Analysis139

with the MOC identifies the types of waves (fronts) and their interactions (Rhee et al.,140

2001; LeVeque, 1992), which provides fundamental insights into the dynamics of infil-141

tration. A limitation of the kinematic wave approximation is that it only applies to un-142

saturated flow. Below we show that, for one- dimensional cases, this theory can be ex-143

tended to include flow in the saturated zone. As such it the best tool to study gravity144

driven infiltration in the limit of negligible capillarity with formation of saturated zones145

due to vertical heterogeneity in the soil profile.146

In this paper, we investigate the case of transitional infiltration into soils with ver-147

tical heterogeneity. The initial wetting front does not saturate the soil but the flow chokes148

later due to formation of a saturated region at depth and forms a rising perched water149

table. In section 2, we introduce Richards equation and the kinematic wave approxima-150

tion for gravity-dominated unsaturated flow. Further, the fully-saturated region is in-151

tegrated into the analysis of unsaturated flow by introducing the extended kinematic wave152

approximation. In section 3, the tools from hyperbolic analysis are used to investigate153

the physics of infiltration in a dry heterogeneous soil due to transitional infiltration. A154

general framework is developed to solve the gravity-dominated infiltration problem for155

transitional infiltration, along with ponding time estimates for general hydraulic conduc-156

tivity and porosity decay with depth. Section 4 develops (semi-) analytic solutions for157

three specific soil profiles with step-reduction (two-layered), exponential and power law158

decay with depth. The two-layered soil is studied using tools from the theory of hyper-159

bolic conservation laws to understand the water parcel and wave motions after entering160

the soil. In Section 5 we compare our analytical solution for the two-layered soil to full161

solutions of Richards equation using Hydrus 1D and apply our theory to the experimen-162

tal data of Childs and Bybordi (1969) to explore the effect of neglecting capillary suc-163

tion.164

2 Governing equations for gravity-dominated infiltration165

2.1 Gravity-dominated limit of Richards equation and its physics based166

extension to fully-saturated regions167

The system is composed of two fluid phases, water and gas, in a non-deforming and168

stationary porous medium with porosity φ and permeability k. For rainwater infiltra-169

tion into soil both density and viscosity of gas are much smaller than that of water. In170

this limit, the gas responds essentially instantaneously and its pressure can be assumed171

a constant, so that only the flow of water is considered. Therefore the full two-phase flow172

equations corresponding to gas and water phases reduce to a single Richards equation173

(Richards, 1931; Richardson, 1922) also known as Richardson-Richards equation (Zha174

et al., 2019). In one-dimension the saturation form of Richards equation is given by175

φ
∂s

∂t
+

∂

∂z

[
K(s)

(
∂Ψ(s)

∂z
+ 1

)]
= 0, (1)

where s is the water saturation, z is the depth coordinate (m), t is the time variable (s).176

Moreover, K(s) = kkrw(s)ρg/µ is the saturation-dependent hydraulic conductivity (m/s)177

with g being the acceleration due to gravity (m/s2), ρ being the density (kg/m3) and178

µ being the dynamic viscosity (Pa s) of the water phase. Relative permeability of wa-179

ter, krw, is a function of water saturation, s (Wyckoff & Botset, 1936). The absolute per-180

meability of the porous medium, given by k (m2), is a function of the porosity φ. The181

–6–
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capillary suction head, Ψ (m), relates the two fluid pressure heads and is typically as-182

sumed to be a function of saturation only (Leverett, 1941; Brooks & Corey, 1964; van183

Genuchten, 1980). The constitutive functions for multi-phase flow, krw and Ψ, display184

complex hysteresis (Blunt, 2017), but here we only consider the simplest case. We as-185

sume that water phase becomes immobile below a certain residual water saturation, swr,186

and similarly the gas phase becomes immobile below the residual gas saturation, sgr. As187

a result, the two-phase flow is restricted to regions where swr < s < 1 − sgr. Below188

we will refer to regions with s = 1− sgr as saturated, although immobile gas bubbles189

are still present (Figure 1). The standard relations for the capillary pressure (Brooks &190

Corey, 1964) introduce singularities in the limit of fully saturated porous media, which191

are commonly removed heuristically (Clapp & Hornberger, 1978) to reduce numerical192

problems (Farthing & Ogden, 2017).193

Richards equation (1) can be derived from the full two-phase flow formulation (A1-194

A5) as given in Appendix B. Here we further assume the problem is gravity dominated195

such that the spatial change in suction head is negligible at the problem length scales,196

i.e., ∂Ψ/∂z � 1. This limit occurs when the ratio of advective transport to diffusive197

transport, known as Peclet number (Pe) is very high. Smith (1983) showed that the ap-198

propriate definition for Richards equation is199

Pe =
K(θ)

D(θ)∂θ/∂z
, (2)

where θ = φs is the soil moisture content and soil water diffusivity is given by D(θ) =200

K(θ)dΨ/dθ (m2/s). The limit of high Pe occurs in low-textured soils such as sand where201

capillary forces are weak or when the length scale considered is large. In this limit, Richards202

equation (1) simplifies to the following hyperbolic form in an unsaturated medium203

φ
∂s

∂t
+
∂K(s)

∂z
= 0. (3)

This limit is commonly referred to as the kinematic wave approximation (Smith, 1983;204

Charbeneau, 1984; Milly, 1988). This equation is naturally one-dimensional, if gravity205

is aligned with a coordinate direction. Even in a multi-dimensional, heterogeneous and206

isotropic medium any unsaturated front, modeled using hyperbolic form of Richards equa-207

tion (3), will migrate strictly in the vertical direction. This changes only when the medium208

saturates locally and pressure gradients couple the flow in all directions across the sat-209

urated region. In a saturated region, Equations (A3) and (A4) limit to the elliptic equa-210

tion for incompressible saturated flow211

−∇ · (K∇h) = 0 in Ωs(t), (4)

where h = p/(ρg) − z is the hydraulic head (m) with p being the pressure of the wa-212

ter phase (Pa). We have used K to refer to the saturated hydraulic conductivity, which213

is strictly K(1−sgr). To solve problems of infiltration in the gravity-dominant limit re-214

quires the dynamic coupling between the hyperbolic (3) and elliptic regions (4). Although215

(4) itself is not time dependent the saturated domain, Ωs(t), changes with time due to216

its interaction with the unsaturated region.217

We refer to the interface between the saturated and unsaturated regions simply as218

the interface and denote it as ∂Ωs (Figure 1). The water pressure in the unsaturated re-219

gion is determined by the gas and hence set to zero because both capillary and gas pres-220

sures are assumed to be negligible (see Appendix B). Therefore, the hydraulic head bound-221

ary condition along the interface is simply,222

–7–
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h = −z at z ∈ ∂Ωs. (5)

The velocity of the interface v∂Ωs , is determined by discrete mass balance across the in-223

terface via spatially integrating equation (7) around the interface as224

v∂Ωs =
(qu − qs)

φusu − φs(1− sgr)
, (6)

where qu and qs are the unsaturated and saturated fluxes along the interface and φusu =225

θu and φs(1−sgr) = θs are the soil moisture contents (water volume fractions) on the226

unsaturated and saturated sides of the interface. The boundary of the saturated domain,227

∂Ωs, evolves according to this interface velocity.228

2.2 Extended kinematic wave approximation for gravity-dominated in-229

filtration with formation of a saturated region in one dimension230

Here we develop analytic and semi-analytic solutions to this coupled system of hy-
perbolic and elliptic equations (3-4) in one dimension (1D), to study the effect of decreas-
ing porosity with depth on transitional infiltration (Figure 1). We denote the upper and
lower boundaries of the saturated region, ∂Ωs, as zu and zl, respectively. The problem
simplifies in 1D, because (4) can be integrated to obtain the saturated flux explicitly. This
allows us to write the problem solely in terms of the hyperbolic equation for the satu-
ration

φ
∂s

∂t
+
∂q(s, t)

∂z
= 0, (7)

with a piece-wise defined flux function

q(s, t) =

{
qu = K(s), swr ≤ s < 1− sgr
qs = K(t), s = 1− sgr

(8)

for unsaturated and saturated regions respectively, where K is the harmonic mean of the
hydraulic conductivity

K(t) =
zl(t)− zu(t)∫ zl(t)
zu(t)

1
K(z)dz

, (9)

over the saturated region, Ωs(t) ∈ [zu(t), zl(t)]. We emphasize that the saturated flux231

is time dependent, because the saturated region changes dynamically. In this formula-232

tion, the coupled hyperbolic-elliptic problem is converted into a hyperbolic system with233

a piece-wise defined flux that is not only a function of the dependent variable, s, but also234

a function of independent variable, t. We refer to this formulation as the extended kine-235

matic wave formulation. The advantage of this formulation is that the motion of the in-236

terface (6) which describes the coupling between hyperbolic and elliptic regions is cap-237

tured by the flux function. As such, it can be treated with standard tools from the anal-238

ysis of hyperbolic conservation laws (Rhee et al., 2001; LeVeque, 1992). We are not aware239

of any other comparable system that is discussed in the literature.240

In this manuscript we only consider problems with the formation of a single sat-241

urated region, but (7-9) are valid for any number of saturated regions. The analysis pre-242

sented below can be extended to 1D cases with multiple saturated regions that interact.243

3 Transitional infiltration with formation of a saturated region244

Here we consider a semi-infinite one-dimensional domain where porosity and there-245

fore the associated permeability decreases with increasing depth (Figure 1b). We assume246
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Figure 1: Gravity-driven infiltration in an unsaturated soil with porosity φ decay with
depth leading to formation a saturated region. (a) Schematic showing water, soil and
gas phases with blue, brown, white colors respectively. (b) Porosity decay with depth, z.
Moreover, soil moisture content, θ, variation and (c) water saturation, s, variation with
depth at some time t when a fully saturated region, Ωs(t), develops within the otherwise
unsaturated domain.

that the soil is initially at residual water saturation and that rainfall intensity is less than247

the surface infiltration capacity. This case is interesting because a saturated region forms248

dynamically within the soil and controls the infiltration. The infiltration dynamics can249

be divided into three stages (Figure 2), on the basis of the time of formation of saturated250

region, ts, and the time of water ponding on the surface, tp.251

1. Stage 1 (t < ts): The flow is unsaturated, a wetting front propagates downwards252

and all rainfall infiltrates.253

2. Stage 2 (ts ≤ t < tp): Flow near the surface is still unsaturated and all rainfall254

continues to infiltrate. But a saturated region has formed at depth that chokes255

the flow and leads to a rising perched water table.256

3. Stage 3 (t ≥ tp): The water table has risen to the surface where it causes pond-257

ing. All flow is now saturated and infiltration declines as the wetting front prop-258

agates into ever lower porosity soil.259

Soils with declining porosity and transitional infiltration share these three stages. The260

solution is characterized by the motions of the wetting front and the perched ground-261

water table.262

Analysis of the kinematic wave approximation enables the determination of the char-263

acter and speed of these fronts. Charbeneau (1984) showed that fronts with a satura-264

tion increase are shocks, i.e. self-sharpening fronts with a discontinuity in saturation (Fig-265

ure 1c). There exists a well-defined relation between the speed of a shock front and the266

jump of moisture content and flux across these waves (Navas-Montilla & Murillo, 2017).267

For the problem considered in this work, this relation comes only from the discrete mass268

balance across the shock wave by spatially integrating equation (7) in the vicinity of the269

–9–

 19447973, ja, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2022W

R
032963 by M

oham
m

ad A
fzal Shadab , W

iley O
nline L

ibrary on [24/10/2022]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



A
cc

ep
te

d
 A

rt
ic

le

This article is protected by copyright. All rights reserved.  

 

 

 

 

 

 

 

manuscript submitted to Water Resources Research

Figure 2: Different stages of gravity-driven infiltration in an unsaturated soil with poros-
ity φ decay with depth leading to formation a saturated region. (a) Stage 1 (t < ts):
Unsaturated gravity-driven infiltration. (b) Stage 2 (ts ≤ t < tp): Choking and formation
of a rising perched water table. (c) Stage 3 (t ≥ tp): Saturated gravity-driven infiltration.

shock front, similar to derivation of (6). This relation is called Rankine-Hugoniot (RH)270

jump condition (LeVeque, 1992) which provides the shock speed271

Sk =
dzk
dt

=
[q(s, φ)]

[φs]
=

q(s+)− q(s−)

(φ+s+ − φ−s−)
(10)

where Sk and zk are the speed (m/s) and location of the front. The subscript k ∈ {f, u, l}272

can refer to any of the three shocks discussed below and shown in Figure 2. Here [ . ] refers273

to the jump condition across the shock and subscripts + and − refer to the conditions274

on lower (zk + ε) and upper (zk − ε) sides of the shock front, where ε� 1.275

Previous work has applied the kinematic wave approximation only to unsaturated276

cases. Here we show that extended kinematic wave approximation (Section 2.2) also al-277

lows the analysis of saturated region. This is due to the explicit expression for the sat-278

urated flux in 1D. In this case, the motion of the interface, ∂Ωs, between the saturated279

and unsaturated regions, given by (6), reduces to the jump condition, v∂Ωs = S∂Ωs . This280

allows the analysis of the dynamic interaction between saturated and unsaturated re-281

gions in the kinematic framework.282

Below we first we develop a general theory for arbitrarily declining porosity pro-283

files, before considering several special cases in Section 4. This is possible because although284

the particular front speeds and timings change, the three stages and the nature of the285

fronts are always the same.286

3.1 Stage 1 (t < ts): Unsaturated gravity-driven infiltration287

At the beginning, the flow is unsaturated and the wetting front propagates down-288

wards (Figure 2a), because the rainfall, R, is less than the infiltration capacity, fc =289

Ks, during transitional infiltration. This stage is similar to the case (a) of limited rain-290

–10–
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fall (R < Ks) discussed in Section 1 where a fully saturated region does not form. Quan-291

tities related to this initial wetting front are denoted with subscript f . The speed of ini-292

tial shock Sf can then be evaluated from (10) as293

Sf =
dzf
dt

=
R− q(si)
φu(su − si)

=
R

φu(su − swr)
(11)

where su is the saturation above the wetting front and si is the initial saturation of the294

soil right below the front. Here we assume the soil is initially at residual saturation, si =295

swr, so that q(si) = 0. The saturation above the wetting front, su, is determined im-296

plicitly by equating the rainfall to the unsaturated flux, R = q(su), and given by297

su = s(zf ) = k−1
rw

(
µR

k(φ(zf ))ρg

)
, (12)

where k−1
rw is the inverse of the relative permeability. The speed of the wetting front, Sf ,298

changes with depth due to the competing effects of declining porosity, φ(zf ) and increas-299

ing saturation at the wetting front s(zf ). The location and saturation of the wetting front300

are determined by solving the following ODE301

dzf
dt

=
R

φ(zf ) (s(zf )− swr)
with zf (t = 0) = 0. (13)

Equation (13) can be integrated to get wetting front location zf (t) with time using an-302

alytical or numerical methods. This is valid until the wetting front becomes saturated,303

s(zf ) = 1−sgr. We refer to the corresponding location of the wetting front as the depth304

of saturation, zs, which is given by305

zs = φ−1

(
k−1

(
µR

k0
rwρg

))
, (14)

where φ−1 and k-1 are the inverse functions of the porosity and permeability. In addi-306

tion, k0
rw is the end-point relative permeability of water phase, i.e., k0

rw = krw(1−sgr).307

The time of formation of the saturated region, ts, is determined implicitly by integrat-308

ing the inverse of (13) to obtain309

ts =
1

R

∫ zs

0

φ(zf ) (s(zf )− swr)dz. (15)

This integral can be evaluated analytically or numerically. The first stage ends at ts, af-310

ter that a saturated region forms and the flow transitions to stage 2.311

3.2 Stage 2 (ts ≤ t < tp): Choking and formation of rising perched312

water table313

After the wetting front reaches saturation at ts, a finite-size saturated region, Ωs,314

forms and grows with time (Figure 2b). The saturated flux, qs, is equal to the harmonic315

mean of the hydraulic conductivity, K̄, across the saturated region, see (8). Because K316

declines with depth, the saturated flux is always less than the incoming unsaturated flux,317

which is equal to the rainfall intensity, qu = R. Therefore, the saturated region lim-318

its the infiltration at depth and a perched water table begins to form. We refer to this319
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phenomenon as choking and to the saturated region as a perched, but its base is the down-320

ward propagating wetting front instead of an aquitard (Cherry & Freeze, 1979).321

The formation of the saturated region results in propagation of two shock fronts322

emanating from zs that bound the growing saturated region, Ωs(t). The lower bound-323

ary of the saturated region is the wetting front which continues to propagate downward.324

The upper boundary of the saturated region is the perched water table which propagates325

upward against the direction of infiltration. The propagation speeds of these two fronts326

can be determined from (10) and are respectively given by327

Su =
dzu
dt

=
qs −R

φu(1− sgr − su)
< 0, (16)

Sl =
dzl
dt

=
qs

φl(1− sgr − swr)
> 0, (17)

where φl = φ(zl), φu = φ(zu) and su is the saturation above the perched water ta-328

ble. The shocks propagate in opposite directions, because both denominators are pos-329

itive, but the numerator of (16) is negative, qs < R, while the numerator of (17) is pos-330

itive, qs > 0. These shock speeds generally vary with time depending on the local RH331

jump conditions around the shocks. Therefore, the boundaries of the saturated region332

must be found by solving the system of coupled ordinary differential equations (16 & 17)333

for the locations of the upper zu(t) and lower boundaries zl(t) of the saturated region.334

The initial condition of the system is that both fronts originate from the location where335

the initial wetting front first saturates, zl(ts) = zu(ts) = zs.336

These derived relations are valid for general relative permeability krw variations337

with water saturation s. This theory is also valid even when the absolute permeability338

k is not a function of porosity φ but still varies with depth z. The time the upward mov-339

ing shock takes to reach the surface after its formation is denoted by tu and can be found340

by solving the system of ODEs until zu(t) = 0. Therefore, the ponding time for this341

case is342

tp = ts + tu. (18)

Once the water ponds on the surface, the rate of infiltration declines and the dynamics343

enter stage 3.344

3.3 Stage 3 (t ≥ tp): Saturated gravity-driven infiltration345

Once the perched water table, i.e., the upward moving back-filling shock, reaches346

the surface the rainfall begins to pond. The soil above the wetting front is now saturated347

and the dynamics are similar to the infiltration limited case (c) with instantaneous pond-348

ing, except that the wetting front is already located at zl(tp). At the moment of pond-349

ing the infiltration rate drops instantaneously to the saturated flux, qs(t), and contin-350

ues to decline as the wetting front penetrates deeper into the soil. In this stage, the in-351

filtration is independent of the rainfall rate, R and is solely determined by the harmonic352

mean of the hydraulic conductivity of the saturated soil.353

We assume that ponded water runs off instantaneously, so that the perched wa-354

ter table remains fixed at the surface, i.e., Su = 0 and zu = 0. The saturated region355

within the soil continues to grow as the wetting front advances with speed Sl, and its356

position can be obtained by integrating (17). The dynamics in this stage is determined357

by the evolution of the saturated flux (8), which is equal to the mean of the hydraulic358

conductivity, K̄, above the wetting front. Because the porosity declines with depth the359

flux decreases continuously with time.360
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Below we illustrate these general principles with the application to three different361

specific porosity profiles with depth. This allows us to give specific front speeds, times362

of saturation and ponding as well as the evolution of the infiltration with time. These363

examples provide valuable test cases for numerical simulation of infiltration.364

4 Examples365

In this section we analyze three specific cases of porosity variation to illustrate the
infiltration dynamics. Here we assume that both absolute permeability k(φ) and the rel-
ative permeability of water krw(s) follow power-laws (Brooks & Corey, 1964; Kozeny,
1927; Carman, 1937) and are given by

k(φ) = k0φ
m, krw(s) = k0

rws
n
e (s), so that K(φ, s) = K0φ

msne (s) (19)

where k0, k0
rw and K0 = k0k

0
rwρg/µ are model constants and se is the effective satu-366

ration defined as367

se(s) =
s− swr

1− sgr − swr
. (20)

With these constitutive relations and in absence of capillary forces the infiltration ca-368

pacity is given by the saturated hydraulic conductivity at the surface, fc = K0φ(0)m.369

To non-dimensionalize these equations for sake of generality (Nachabe, 1996) the depth370

coordinate z is scaled with a characteristic depth z0, time t is scaled with the charac-371

teristic time z0/fc, and infiltration rate (or volumetric flux) q is scaled with the infiltra-372

tion capacity fc. Therefore, the dimensionless variables are373

z′ = z/z0, t′ = tfc/z0 and q′ = q/fc. (21)

All results in this section are given in dimensionless form and all figures show analyt-374

ical results unless mentioned otherwise. For the figures in this section we have chosen375

the power-law exponents as m = 3 and n = 2 and set the residual saturations to zero,376

i.e., swr = sgr = 0. For all porosity profiles in this section we also provide compar-377

isons with numerical solutions of the governing equations in the limit of no capillary forces378

(7 and 8). The details of this numerical solver are described in Shadab and Hesse (2022a).379

Below, we first discuss the simple case of a two-layer soil with a discontinuous change380

in porosity, because it allows a detailed analysis that helps to build a physical understand-381

ing of the dynamics. In particular, it illustrates the mechanism of saturated layer for-382

mation and its growth due to the interaction with the surrounding unsaturated regions.383

Then we consider two common cases of continuous porosity decline which demonstrate384

the broad applicability of our results.385

4.1 Discontinuous reduction in porosity386

Consider a two layer dry soil with a decrease in porosity at z0 from φu in the up-387

per layer to φl in the lower layer (Figure 3a). The corresponding hydraulic conductiv-388

ities are given by (19). We denote the partially saturated conductivities in the upper and389

lower layer as Ku(s) = K(φu, s) and Kl(s) = K(φl, s) and we refer to the saturated390

conductivities simply as Ku and Kl. In this two-layer case, the infiltration capacity is391

equal to the saturated conductivity of the upper layer, fc = Ku. For the case of tran-392

sitional infiltration, Ku > R, an unsaturated wetting front forms in the upper layer.393

Here we consider the case where Kl ≤ R so that a saturated region forms once the wet-394

ting front encounters the lower layer. The saturated region forms at the discontinuity,395
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*10.870.70.63 0.30
(a) (b) (c) (d) (e) (f)

0

Figure 3: Infiltration process in an initially dry two-layered soil at different dimensionless
times t′ for R/fc = 0.64, φu = 0.5 and φl = 0.2. Top row (a to f ): Evolution of volume
fractions in the dimensionless analytic solution, given in Section 4.1, where φg, φw and φs

refers to gas, water (moisture content) and soil, respectively. Bottom row (g to l): Com-
parison of water saturation, s, between analytic solution (A) and the numerical solution
(N) from Shadab and Hesse (2022a) with 400 uniform cells and a domain from 0 to 2.
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zs = z0, and grows in both directions. In Figure 3 we show both the analytic solution396

developed below (3a-3f ) and a comparison with a numerical solution (3g-3l).397

Since the soil is initially at residual saturation, si = swr, the unsaturated wetting398

front during stage I moves downwards with constant velocity (Figure 3b). The shock ve-399

locity, Sf , is given by (11) and can be visualized by the standard shock construction shown400

in Figure 4a, for details see Smith (1983) or Charbeneau (1984). From (13), the loca-401

tion of the wetting front is given by402

zf (t) =
R t

φu (su − swr)
, t ≤ ts. (22)

and the saturation behind the wetting front is403

s = swr + (1− sgr − swr)
(
R

fc

)1/n

for z ≤ zf (t). (23)

Once the initial front reaches the discontinuity at z0 the domain saturates instantly and404

the time of saturation, ts, is given by substituting zf = z0 into (22).405

With the formation of the saturated region, Ωs(t), the flow enters stage II (Figure 3c406

and 3d). The saturated region grows and is bounded by an upper and lower front, zu(t)407

and zl(t), that emanate from zs = z0. Their locations are given by the system of dif-408

ferential equations (16 & 17) with the initial condition zu(ts) = zl(ts) = zs. The cor-409

responding shock constructions are shown in Figure 4b. Due to the reduction in poros-410

ity, the unsaturated flux in the lower layer is smaller. In the extended kinematic wave411

approximation the shocks bounding the saturated region are given by chords between412

the flux functions in each layer and saturated flux, qs.413

The saturated flux, qs, always lies in between the saturated limits of the flux func-414

tions in the two layers (Figure 4b), because it is the harmonic average over the saturated415

region. This implies that the formation of a saturated region always chokes the flow and416

that the two fronts bounding the saturated region must move in opposite directions. The417

formation of a saturated region therefore always leads to the formation of a rising perched418

water table. For a two layer soil, the expression for the saturated flux simplifies to the419

standard harmonic mean420

qs(t) =
l(t)

lu(t)
Ku

+ ll(t)
Kl

, (24)

where the length of the saturated region in upper and lower layers are lu(t) = zs−zu(t)421

and ll(t) = zl(t) − zs respectively. The total length of the saturated region is l(t) =422

lu(t) + ll(t) = zl(t) − zu(t). In general, the saturated flux is time-dependent, so that423

the velocities of the shocks bounding the saturated region can change with time, even424

if the change in saturation across the front remains constant. This is an important dif-425

ference between the extended kinematic wave approximation and the standard kinematic426

theory where shock velocities are constant if the saturation change across the front is con-427

stant.428

Although the saturated flux is generally time dependent, for the special case of a429

two layer soil the volumetric flux in the saturated region, qs, remains constant until the430

perched water table reaches the surface, ts ≤ t ≤ tp. The saturated flux can be de-431

termined using the Ansatz that the ratio of shock speeds is constant432
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Figure 4: Shock constructions for the two-layer case shown in Figure 3 and discussed in
Section 4.1. The flux function for the upper layer is shown in blue and the flux function
for the lower layer is shown in red. (a) Stage I (t′ < t′s): Chord represents shock speed of
the initial unsaturated wetting front. (b) Stage II (t′s ≤ t′ < t′p): Two chords connecting
flux functions to qs represent the speeds of the shocks bounding the saturated region and
moving in opposite directions. (c) Stage III (t′ ≥ t′p): Upper shock is stationary at surface
(horizontal chord) and lower shock speed decreases as qs declines over time.

Su
Sl

=
zu(t)− zs
zl(t)− zs

= C(su) for ts ≤ t ≤ tp. (25)

This constant, C, depends only on the saturation of the initial wetting front, su. Sub-433

stituting (16) and (17), C is shown to be the solution of a quadratic equation434

C(su) =
−b−

√
b2 − 4ac

2a
, (26)

a =
φu
φl

(
1− sgr − su
1− sgr − swr

)
,

b = −φu
φl

(
1− sgr − su
1− sgr − swr

)
−
(

1− Ku(su)

Ku

)
,

c = 1− Ku(su)

Kl
.

The corresponding saturated flux qs during ts ≤ t ≤ tp is given by,435

qs =
C− 1

C/Ku − 1/Kl
, (27)

and hence shown to be constant. Once qs is known to be constant it follows from (16)436

and (17) that the shock speeds are constant for ts ≤ t < tp. Therefore, the shock lo-437

cations during stage II vary linearly with time.438

As the upper shock reaches the surface at tp the flow enters stage III (Figure 3e439

and 3f ). For t ≥ tp, we assume that ponded water forms runoff so that the upper shock440

remains stationary the surface, zu(t) = 0. The lower shock location zl(t) can then be441

evaluated by only integrating (17). Further, the saturated flux qs(t) becomes the infil-442

tration rate I(t) < R, which can be evaluated from (24) by setting lu = z0. The cor-443

responding shock constructions are shown in Figure 4c.444
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Figure 5: Evolution of the dimensionless infiltration rate I(t′)/fc with t′ for test shown in
Figure 3.

The dimensionless infiltration rate I/fc is equal to R/fc before ponding, as shown445

in Figure 5. However, at the moment of ponding, the infiltration rate I/fc drops instan-446

taneously down to the value of the saturated flux qs/fc, while the reminder, R/fc−qs/fc,447

forms runoff. Subsequently, the infiltration rate gradually drops and approaches the di-448

mensionless saturated hydraulic conductivity of the lower layer, Kl/fc. This happens be-449

cause the effective hydraulic conductivity in the saturated region increasingly skews to450

the less conductive lower layer.451

Because the solution is one-dimensional the entire evolution can be visualized in452

the z − t plane (Figure 6). In the kinematic wave analysis the solution is constructed453

using characteristic curves along which water saturation propagates (LeVeque, 1992). In454

Figure 6a the gray lines are the characteristics and the colorful lines give the shock lo-455

cations as function of time. In the unsaturated region, the governing equation (7-8) is456

hyperbolic and information propagates with finite characteristic speed. For any given457

saturation the speed of a characteristic is given by its slope as458

dz′

dt′

∣∣∣∣
s

=
dq′(s)

d(φs)
=
n

φ

(s− swr)n−1

(1− sgr − swr)n
. (28)

For example, the soil is initially at residual saturation and the characteristics emanat-459

ing from the left boundary are horizontal, indicating no transport of saturation. The char-460

acteristics entering the domain from above represent the infiltrating water (t′ ≤ t′p) and461

hence have a finite slope carrying the water saturation at the surface down into the soil.462

In the saturated region, in contrast, the governing equation (7-8) is elliptic and infor-463

mation propagates instantaneously, as indicated by the vertical characteristics in Fig-464

ure 6a.465

Shock fronts in saturation form where characteristics with different slopes converge.466

The initial wetting front is shown in red and propagates into the soil with constant speed467

(Stage I). At t′s, this initial front bifurcates into two fronts (black and blue) moving in468

opposite directions that bound the saturated region (Stage II). The blue line represents469

the rising perched water table which reaches the surface at t′p. The black line shows the470

continued downward propagation of the wetting front, which gradually slows down af-471

ter ponding occurs (stage III).472

The characteristics shown in Figure 6a, trace the propagation of the water satu-473

rations in the soil. These do not correspond to the paths of physical water particles. For474
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Figure 6: Characteristics and fluid particle paths for the two-layer case shown in Figure
3. Here horizontal axis refers to the dimensionless time t′ whereas the vertical axis refers
to dimensionless location (z/z0). Red, blue and black lines refer to the initial front, upper
and lower shocks respectively. (a) The characteristic diagram where grey lines are the
characteristics corresponding to flow of the information. (b) The fluid particle path dia-
gram where light blue lines are the particle paths correspond to location of water parcel
after entering the soil. The characteristics in the elliptic region are vertical (and imagi-
nary) as information propagates at infinite speeds.

example, although the perched water table is rising, the direction of water flow is always475

downward. The particle paths are shown in Figure 6b and can be obtained by integrat-476

ing the dimensionless interstitial velocity of the water phase, u′p = q′(s, t)/φs. Any wa-477

ter parcel that enters the soil before ponding initially percolates at a constant intersti-478

tial velocity equal to the speed of the wetting front (Stage I). Once it crosses the rising479

perched water table (dark blue), its velocity decreases due to the reduced water flux in480

the saturated region (Stage II). After ponding (t′ ≥ t′p), the trajectories become curved481

due to the gradual reduction of the saturated flux with time which reduces the perco-482

lation velocity (Stage III). Water parcels that enter the lower layer experience an increase483

of velocity because the saturated flux is constant but the porosity in the lower layer is484

smaller.485

In Figure 7 we explore the effect of rainfall rate and porosity in the lower soil on486

the evolution of the infiltration rate. By increasing the dimensionless rainfall rate R/fc487

from 0.2 to 0.9 for fixed φl = 0.2 and φu = 0.5, it can be observed from Figure 7a that488

the ponding time t′p reduces from 3.97 to 0.58, as the perched water table rises faster due489

to the three cumulative effects. First, the initial wetting front is faster since the rain-490

water flux is higher which shortens the time of saturation (ts). Second, due to lower gas491

saturation behind the initial front the back-filling is faster. Third, the excess volumet-492

ric flux at the jump accumulates in the rising perched water table, leading to a faster493

back-filling. These three effects cumulatively lead to a shorter ponding time when the494

rainfall rate is increased. The instantaneous drop in the infiltration rate at the time of495

ponding becomes larger with increasing rainfall rate, as indicated from the black dots.496

At large times all the curves asymptotically converge to the dimensionless hydraulic con-497

ductivity of lower soil Kl/fc. These reductions in infiltration lead to corresponding in-498

creases in runoff not shown in the graph.499
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Figure 7: Evolution of dimensionless infiltration rates in an initially dry two-layered soil
with varying rainfall rate or lower layer porosity and fixed upper layer porosity φu = 0.5.
(a) Effect of varying the dimensionless rainfall rates R/fc with constant lower layer poros-
ity φl = 0.2. (b) Effect of varying the lower soil porosity φl and keeping the dimensionless
rainfall rate R/fc = 0.9 fixed.

Figure 7b shows the effect of increasing the porosity of the lower soil from φl =500

0.01 to 0.4 for a constant rainfall rate R/fc = 0.9. In this case, the time of saturation501

is constant, t′s = 0.53, but the time of ponding increases from 0.56 to 0.74, as shown502

by the black dots. Thus, the rise in the perched water table is slower if the lower layer503

is more porous and accommodates a larger fluid flux. The instantaneous drop in the in-504

filtration rate at the time of ponding increases with decreasing porosity in the lower layer.505

The asymptotic infiltration rates increase with the porosity and hydraulic conductivity506

in the lower soil layer.507

The simple case of a layered soil is valuable because it allows detailed analysis that508

informs our understanding of the dynamics of the formation and evolution of the sat-509

urated region and its interaction with the ambient unsaturated flow. A particular fea-510

ture of this case is that the saturated flux remains constant as long as the saturated re-511

gion does not interact with the boundary of the domain. This preserves the self-similarity512

of the solution in z/t which allows the full application of the tools from the kinematic513

wave analysis or more broadly the analysis of hyperbolic conservation laws (LeVeque,514

1992). This extension of kinematic wave analysis is remarkable, because the governing515

equation becomes elliptic in the saturated region. Below we will explore more compli-516

cated cases with continuously varying porosity where the saturated flux always varies517

with time.518

4.2 Exponential reduction in porosity519

The porosity and/or hydraulic conductivity of soils generally decline with depth
(Childs & Bybordi, 1969) and are often fit as exponential decay functions (Beven, 1984).
More recently Meyer and Hewitt (2017) considered a similar porosity decay for infiltra-
tion into firn, i.e., sintered and compacted snow. Here we consider such an exponential
decay in soil porosity with depth, given by

φ(z) = φ0e
−z/z0 , (29)
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Figure 8: Infiltration process in an initially dry soil with exponential reduction in poros-
ity shown at different dimensionless times t′ for R/fc = 0.64 and φ0 = 0.5. Top row
(a to f ): Evolution of volume fractions in the dimensionless analytic solution, given in
Section 4.1, where φg, φw (moisture content) and φs refers to gas, water and soil, respec-
tively. Bottom row (g to l): Comparison of water saturation, s, between analytic solution
(A) and the numerical solution (N) from Shadab and Hesse (2022a) with 400 uniform cells
and a domain from 0 to 1.
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where φ0 is the porosity at the surface z = 0 and z0 is a characteristic depth (Figure 8a).520

The corresponding hydraulic conductivity is given by (19) and the infiltration capacity521

is the hydraulic conductivity at the surface, fc = K0φ
m
0 . For an exponential porosity522

decay any rainfall with R < fc is transitional, because K asymptotically approaches523

zero with increasing depth.524

This specific solution can be constructed by specializing the general results derived525

in Section 3 to the porosity decay given by (29). Initially an unsaturated wetting front526

forms (Stage I), but its saturation continuously increases with depth as porosity declines527

(Figure 8b). The saturation at the shock can be obtained from (12) and is given by528

s(zf ) = swr + (1− sgr − swr)
(
R

fc

)1/n

emzf/nz0 . (30)

The location of the initial wetting front is then obtained by substituting (29) and (30)529

into (13) and given by530

zf (t) =
n

m− n
z0 ln

(
1 +

m− n
n

R

φ0z0

n
√
fc/R

(1− sgr − swr)
t

)
. (31)

The continued increase in saturation at the wetting front eventually leads to the531

formation of a saturated region (Figure 8c). The depth where the saturated region ini-532

tially forms, zs, is obtained from (14), and given by533

zs =
z0

m
ln

(
fc
R

)
. (32)

The time of saturation, ts, is then obtained by equating (32) with (31) and given by534

ts =
n

m− n
φ0z0

R
(1− sgr − swr)

[(
R

fc

) 1
m

−
(
R

fc

) 1
n

]
. (33)

After the formation of the saturated region, Ωs(t), the flow enters stage II. The grow-535

ing saturated region is bounded between the rising perched water table, Su, and the wet-536

ting front that continues to propagate downward, Sl (Figure 8d). The flux in the sat-537

urated region is given by the harmonic mean (9) of the hydraulic conductivity over the538

saturated region, which becomes539

qs(t) = K =
mfc
z0

(zl(t)− zu(t))

emzl(t)/z0 − emzu(t)/z0
. (34)

The speeds and locations of the two fronts bounding the saturated region cannot be ob-540

tained analytically and require numerical integration. For the downward moving lower541

shock, the shock speed Sl can be calculated directly from (17) and the location of the542

wetting front is obtained by its coupled numerical integration. Since the Darcy flux in543

the upper region is fixed by rainfall rate R, the saturation su in the region right above544

the upper shock zu(t), is still the saturation of the initial front, su(zu) = s(zf ), given545

by (30). Substituting su(zu) into (16) gives the upper shock speed Su as546

Su =
dzu
dt

=
R− qs

φu(1− sgr − swr)
[(

R
fc

)1/n

emzu/nz0 − 1

] , (35)
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Figure 9: Evolution of dimensionless infiltration rates I(t′)/fc in an initially dry soil
with porosity decreasing exponentially with depth. (a) Varying the dimensionless rainfall
rates R/fc. The porosity at the surface φ0 = 0.5 is fixed. (b) Varying the porosity at the
surface φ0 while keeping the dimensionless rainfall rate R/fc = 0.8 fixed.

and the location of the perched water table, zu, is obtained by its coupled numerical in-547

tegration along with (17).548

Once the perched water table reaches the surface the flow enters stage III and the549

wetting front continues to propagate into ever lower porosity soil at depth (Figure 8e-550

8f ). As before, the infiltration rate drops instantaneously at the time of ponding and551

continues to decline towards zero afterwards. Figure 9 illustrates the effect of rainfall rate552

and surface porosity on the evolution of the infiltration rate. Figure 9a shows that in-553

creasing the dimensionless rainfall rate R/fc from 0.15 to 0.80 at fixed φ0 = 0.5, de-554

creases t′p from 2.61 to 0.11. An interesting aspect of declining porosity with depth is555

that the largest drop in the dimensionless infiltration rate, I/fc, at t′p occurs for inter-556

mediate rainfall rates, R/fc ∼ 0.3−0.5. At low rainfall rates this drop is small because557

the flux is small and the wetting front has already reached very low porosity soil at the558

time of ponding. At high rainfall rates the flux is high but the drop is also small, because559

ponding occurs early while the wetting front is still in high porosity near-surface soil which560

has a high hydraulic conductivity. For all rainfall rates the dimensionless infiltration rates561

converge for t′ ∼ 5 and decline to zero asymptotically. Figure 9b shows the effect of in-562

creasing the surface porosity φ0 from 0.1 to 0.8 at a fixed rainfall rate R/fc = 0.8. In-563

creasing φ0 increases the ponding time, t′p, from 0.02 to 0.18 but the instantaneous drop564

in I/fc at t′p increases only slightly. Although the drop at t′p is almost constant, the sub-565

sequent decline in I/fc is much more rapid if φ0 is small. Finally, we note that chang-566

ing φ0 affects fc, so that dimensional infiltration rates, I, will show large differences, al-567

though the initial dimensionless infiltration rate, I/fc, shown in Figure 9b is constant.568

Here we have applied the extended kinematic theory from Section 3 to more real-569

istic exponentially declining porosity profiles. Though this requires numerical integra-570

tion the solutions can be obtained quickly and accurately. A comparison of theses semi-571

analytical solutions with numerical solutions in Figure 8g-8l shows good agreement in572

all three stages of the flow. For the specific case of m = 3 and n = 2 our results re-573

duce to those given in Meyer and Hewitt (2017).574
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Figure 10: Infiltration process in an initially dry soil with power-law reduction in poros-
ity shown at different dimensionless times t′ with p = 7.63, R/fc = 0.64 and φ0 = 0.5.
Top row (a to f ): Evolution of volume fractions in the dimensionless analytic solution,
given in Section 4.3, where φg, φw (moisture content) and φs refers to gas, water and soil,
respectively. Bottom row (g to l): Comparison of water saturation, s, between analytic
solution (A) and the numerical solution (N) from Shadab and Hesse (2022a) with 400
uniform cells and a domain from 0 to 0.3.
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4.3 Power law reduction in porosity575

Many studies also consider soils with a porosity decay following a power law (Beven,576

1982; Rupp & Selker, 2005), given by577

φ(z) = φ0(1− z/z0)p (36)

where φ0 is the constant porosity at the surface, z0 is the depth of the impermeable bedrock578

where φ = 0 and p is the power-law exponent (Figure 10a). The finite depth of the soil579

and hence the finite pore volume are the biggest differences relative to the exponential580

decay considered in Section 4.2. For high values of p, the reduction of porosity with depth581

is much faster than that for the exponential case discussed previously. Here the infiltra-582

tion capacity is again fc = K0φ
m
0 , due to the absence of capillary forces. Similar to the583

exponential case, for a power law porosity decay any rainfall R < fc is transitional be-584

cause K → 0 as z → z0. The dynamics is quite similar to the exponential case dis-585

cussed in Section 4.2.586

In stage I, a wetting front moves downward with continuously increasing satura-587

tion (Figure 10b). The saturation at the shock can be obtained from (12) as588

s(zf ) = swr + (1− sgr − swr)
(
R

fc

)1/n(
1− z

z0

)−mp
n

. (37)

Thus, the location of the wetting front is obtained by substituting (36) and (37) in (13)589

and given by590

zf (t) = z0 − z0

1− −mp + np + n

n

R

φ0z0(1− sgr − swr)
(
R
fc

)1/n
t


n

−mp+np+n

. (38)

Again the continuously increasing saturation at the wetting front leads to the for-591

mation of a saturated region (Figure 10c). The depth where this occurs is also obtained592

from (14) as593

zs = z0

(
1−

(
R

fc

) 1
mp

)
(39)

and the corresponding time of saturation is given by594

ts =
n

−mp + np + n

φ0z0

R
(1− sgr − swr)

[(
R

fc

)1/n

−
(
R

fc

) p+1
mp

]
. (40)

Once the saturated region, Ωs(t), has formed the flux in the saturated region is given595

by the continuous harmonic mean (9) of hydraulic conductivity in the saturated region596

and can be written as597

qs(t) = K(t) = (mp− 1)
(zl(t)/z0 − zu(t)/z0)

(1− zl(t)/z0)−mp+1 − (1− zu(t)/z0)−mp+1
fc. (41)

–24–

 19447973, ja, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2022W

R
032963 by M

oham
m

ad A
fzal Shadab , W

iley O
nline L

ibrary on [24/10/2022]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



A
cc

ep
te

d
 A

rt
ic

le

This article is protected by copyright. All rights reserved.  

 

 

 

 

 

 

 

manuscript submitted to Water Resources Research

Figure 11: Evolution of dimensionless infiltration rates I(t′)/fc in an initially dry soil
with porosity decreasing as a power-law with depth for p = 7.63, R/fc = 0.64 and
φ0 = 0.5. (a) Varying the dimensionless rainfall rates R/fc. The porosity at the surface
φ0 = 0.5 is fixed. (b) Varying the porosity at the surface φ0 while keeping the dimension-
less rainfall rates R/fc = 0.8 fixed.

The location of the downward moving lower shock, zl, is given directly by numer-598

ical integration of the shock speed, Sl, given by (17). To obtain the location of the perched599

water table, zu, the saturation profile given by (37) must be substituted for su in the ex-600

pression for the upper shock speed601

Su =
dzu
dt

=
R− qs

φu(1− sgr − swr)
[(

R
fc

)1/n

(1− zu/z0)
−mp

n − 1

] . (42)

The location of the perched water table, zu, is then obtained by its coupled numerical602

integration along with (17).603

Once the perched water table reaches the surface the flow enters stage III and the604

wetting front continues to propagate into ever lower porosity soil at depth (Figure 10e-605

10f ). As before the dimensionless infiltration rate drops instantaneously at t′p followed606

by an gradual decline toward zero. Figure 11 illustrates the effect of rainfall rate and sur-607

face porosity on the evolution of the infiltration rate. In both cases the evolution of I/fc608

is remarkably similar to the exponential case (Figure 9), but the timescales are an or-609

der of magnitude faster, due to the more rapid porosity decay in the power-law case. We610

also provide a comparison of our semi-analytic solution with numerical solution for the611

power-law case in Figure 10g-10l and observe excellent agreement in all three stages of612

the flow.613

5 Discussion614

5.1 Infiltration in two-layered soil with Hydrus-1D615

In Figures 3, 8 and 10 we have provided comparisons between our semi-analytic616

solution and numerical solutions of the governing equation in the limit of no capillary617

forces (7-8) as provided by (Shadab & Hesse, 2022a). Here we provide additional val-618

idation by comparison with a numerical solution to the full Richards equation, provided619
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Table 2: Summary of hydraulic properties of upper and lower layers for modified van-
Genuchten model (Vogel & Cislerova, 1988) in Hydrus-1D (Šimunek et al., 2012)

Layer Qr Qs Alpha (1/cm) n Ks (cm/day) l Qm Qa Qk Kk (cm/day)

Upper 0 0.43 0.5 2.68 106.1 0.5 0.43 0 0.43 106.1
Lower 0 0.1 0.5 2.68 1.33447 0.5 0.1 0 0.1 1.33447

by Hydrus-1D (Šimunek et al., 2012). For this comparison we choose the two-layer poros-620

ity profile discussed in Section 4.1. The Hydrus-1D simulation domain [0,−100 cm] is621

discretized into 400 cells of equal size and run until a maximum time of 0.70688 days.622

The domain has a jump in porosity and hydraulic conductivity at z0 = −50 cm, and623

the properties are summarized in Table 2.624

For the Hydrus simulations we use the modified van-Genuchten model (mvG), be-625

cause the suction head derivatives dΨ/ds remain bounded when s → 1, which is nec-626

essary for convergence in presence of a saturated region (Vogel & Cislerova, 1988). The627

parameters for mvG model are also given in Table 2 and chosen so that upper and lower628

layers correspond to sandy-loam and silty clay loam (Carsel & Parrish, 1988), respec-629

tively. The Alpha and n parameters of the mvG model (Vogel & Cislerova, 1988) in the630

Hydrus software (Šimunek et al., 2012) are chosen to reduce the capillary pressure ef-631

fects to a minimum. The upper (surface) boundary condition is atmospheric with sur-632

face runoff whereas the lower boundary condition is free drainage. The precipitation R633

is 42.44 cm/day which makes R/fc = 0.4 as fc = 106.1 cm/day from Table 2. The634

initial head inside the domain is −100 cm.635

The need to use the mvG model in Hydrus leads to a discrepancy with our ana-636

lytic model which is based on the Brooks-Corey model for hydraulic properties. How-637

ever, due to the simplicity of the solution the hydraulic properties are only sampled at638

the saturation of the initial wetting front, in addition to the dry and fully saturated states.639

This allows us to choose the parameters in the Brooks-Corey model to match the hy-640

draulic conductivity at the front saturation as shown in Figure 12. The fitted Kozeny-641

Carman parameter is m = 3 and Brooks-Corey parameter is n = 7.15306 for the up-642

per and lower layer porosities of 0.43 and 0.1 respectively.643

The Hydrus simulation results are non-dimensionalized according to (21) and shown644

in Figure 13 together with the analytic solution from Section 4.1 and the numerical so-645

lution in the limit of no capillary forces from (Shadab & Hesse, 2022a). The agreement646

with the analytic solution is excellent in all three stages of the flow, but the fronts in the647

Hydrus solution are less sharp due to the presence of capillary forces which provide an648

additional diffusive water flux. The evolution of the infiltration rate is compared in Fig-649

ure 14 and we observe an excellent agreement between Hydrus simulation and the an-650

alytic solution.651

5.2 Comparison with experimental data and the effect of capillary suc-652

tion653

We are not aware of an experimental data set for transitional infiltration into a soil654

with a decrease in porosity that chokes the flow and leads to ponding. Instead, we pro-655

vide a comparison with experiments by Childs and Bybordi (1969) that are infiltration656

limited, so that ponding occurs instantaneously, tp = 0. As such their experiment cor-657

responds to stage III in our dynamics and hence we refer to the location of the wetting658

front as zl. Their soil comprises six layers of decreasing grain size, so that the hydraulic659

conductivity decays with depth but the porosity remains approximately constant (Ta-660

–26–

 19447973, ja, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2022W

R
032963 by M

oham
m

ad A
fzal Shadab , W

iley O
nline L

ibrary on [24/10/2022]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



A
cc

ep
te

d
 A

rt
ic

le

This article is protected by copyright. All rights reserved.  

 

 

 

 

 

 

 

manuscript submitted to Water Resources Research

Figure 12: Variation of the dimensionless flux q(s)/fc (or krw(s)) with water saturation s
for the two-layered test. Modified van-Genuchten and Brooks-Corey models are shown for
highly conductive upper layer and less conductive lower layer.

*1.51.111.020.95 0.50
 (a)                     (b)                    (c)                     (d)                     (e)                    (f)

Figure 13: Infiltration process in an initially dry two-layered soil with m = 3, n = 7.15306
and no residual saturations shown at different dimensionless times t′. The porosities
φu = 0.43, φl = 0.1 and R/fc = 0.4 are fixed. The Y axis refers to the dimensionless
depth (z/z0) whereas the x axis refers to the water saturation s. ‘N’, ‘A’ and ‘H’ refer
to the numerical, analytical and Hydrus solutions respectively. The dimensionless time is
t′ = tfc/z0.
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Figure 14: Evolution of dimensionless infiltration rate I(t′)/fc with dimensionless time
t′ = tfc/z0 for test case shown in Figure 13.

Table 3: Data from Childs and Bybordi (1969) as given in Beven (1984). Each soil layer
has been characterized by a saturated hydraulic conductivity Ks, a Green and Ampt wet-
ting front potential Ψwf and the available pore space ∆θ, which can be considered as the
∆θ = φ(1− sgr − swr).

Layer (m) Ks (m/h) Ψwf (m) ∆θ

0−0.3 13.2 -0.06 0.35
0.3−0.6 7.5 -0.08 0.3355
0.6−0.9 4.2 -0.1 0.36
0.9−1.2 2.9 -0.125 0.36
1.2−1.5 1.7 -0.159 0.365
1.5−1.8 0.5 -0.178 0.37
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Figure 15: Infiltration in sand with exponentially reducing hydraulic conductivity and
almost constant porosity with depth. The results shown the (semi-) analytical values for
different models along with experimental results from Childs and Bybordi (1969).

ble 3). Following previous work by Beven (1984) and Selker et al. (1999) we fit the con-661

ductivity data with an exponential decay662

K = Ko exp(fz), (43)

where Ko = 16.65 (m/hr) is the saturated hydraulic conductivity at the surface and663

f = 1.888 m−1 is the decay coefficient, where we have taken the values from Beven (1984).664

The experiments of Childs and Bybordi (1969) provide data for the location of the665

wetting front, zl. Because the porosity is constant the wetting front is directly related666

to the cumulative infiltration, given by667

Ic =

∫ zl

0

∆θdz =

∫ zl

0

φ(1− swr − sgr)dz = φ(1− swr − sgr)zl (44)

where ∆θ = φ(1 − swr − sgr) is the available pore space. The cumulative infiltration668

data of Childs and Bybordi (1969) are shown in Figure 15.669

We have developed the kinematic theory for exponential decay in soil properties670

in Section 4.2. However, we assume that φ decays exponentially and that K is a power-671

law of φ. To adapt our solution to this case we set the porosity exponent m to an ar-672

bitrarily high value (m = 100) so that φ = φ0 exp(−fz/m) and is scaled out from hy-673

draulic conductivity formulation. Using the values from Beven’s model the infiltration674

capacity is fc = 16.65 m/hr and the characteristic depth, z0 = −m/f = 100/1.888 =675

52.97 m is very large, which keeps the porosity constant, φ ≈ φ0. With these adjust-676

ments, the cumulative infiltration for stage III from our kinematic theory is shown in Fig-677

ure 15. The kinematic theory captures the general trend very well, but underestimates678

the cumulative infiltration by approximately 6% at late time. This is partially due to679

fitting the six soil layers with a continuous exponential decay, but also reflects that cap-680

illary suction is neglected in the kinematic theory (Smith, 1983; Charbeneau, 1984; Milly,681

1988).682

At this point it is instructive to compare our results to previous studies modeling
this data with extensions of the theory developed by Green and Ampt (1911) to soils with
decaying porosity (e.g., Beven (1984); Selker et al. (1999)). One important difference be-
tween kinematic wave theory and Green-Ampt theory is that the latter includes a cap-
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illary suction head, Ψ, in Darcy’s law

q = −K dh

dz
= −Kh0 − hl

zl
= −Kh0 − (−Ψ− zl)

zl
≈ −KΨ + zl

zl
, (45)

where h0 = 0 is the head at the surface and the head at the wetting front, hl = −Ψ−683

zl, is split into a capillary and elevation head (Te Chow, 2010). From (45) we see that684

the flux q is dominated by the capillary head for small zl and by elevation head for large685

zl. In the simplest case, Ψ, is assumed to be constant and results for increasing storage686

suction factor, C = ∆θ∆Ψ, from (Beven, 1984) are shown in Figure 15. Increasing cap-687

illary suction increases the cumulative infiltration and limits to the kinematic approx-688

imation as C → 0. In general, Ψ, cannot be assumed to be constant but the more com-689

plex model by Selker et al. (1999) which assumes an exponential decay of Ψ with depth690

gives similar results. On the whole all three models give very similar results, but the ad-691

ditional fitting parameter in Green-Ampt type models can be chosen to improve the fit692

to the data.693

6 Conclusion694

In soils with declining porosity and hydraulic conductivity transitional infiltration695

leads to the formation of a saturated region at depth that limits the cumulative infiltra-696

tion. This case has received little attention due to the complex interaction between un-697

saturated and saturated regions. A particular challenge is the dynamically changing shape698

of the saturated region. To study these flows we neglect capillary forces and extend the699

kinematic wave analysis for unsaturated flow to the saturated region. This is possible700

only in one-dimension where analytic expressions for the flux in the saturated region are701

available. The resulting extended kinematic wave approximation gives (semi-) analytic702

solutions and allows an analysis of coupled unsaturated-saturated flows.703

We have applied this theory to transitional infiltration into soils with three differ-704

ent decaying soil porosity profiles: two-layer, exponential and power-law. In all cases,705

the infiltration process can be divided into three stages: I) Initially an unsaturated wet-706

ting front propagates into the soil and the rate of infiltration is constant. II) A saturated707

regions forms at depth and leads to the formation of a rising perched water table. Al-708

though the saturated region chokes the downward flow the infiltration rate into the soil709

remains constant. III) As the water table reaches the surface the infiltration rate drops710

instantaneously and leads to ponding of the rainfall and runoff. After ponding the sat-711

urated wetting front propagating into the soil slows down and the infiltration rate de-712

clines further. For the special case of a two-layer soil, we show that the flux in the sat-713

urated region does not depend on time so that all fronts speeds remain constant until714

ponding occurs (Stages I and II). This time invariant structure allows an analysis with715

the method of characteristics resulting in explicit analytic solutions that give insight into716

the propagation of saturations and the paths of fluid particles through the soil.717

All solutions show excellent agreement with numerical solutions of the governing718

equations in the limit of no capillary forces. For the two-layer soil our analytic solutions719

compare well to numerical solutions of the full Richards equation with Hydrus 1D. Sim-720

ilarly, our solutions compare well with experimental data for infiltration into a multi-layer721

soil with declining hydraulic conductivity. In this case, capillary forces are not negligi-722

ble, so that the kinematic solution underestimates the cumulative infiltration by approx-723

imately 6%.724

The extended kinematic wave analysis introduced here is therefore an important725

tool to understand the behavior of Richards equation in the limit of negligible capillary726

forces. In particular it allows the analysis of the interaction between unsaturated and727

saturated regions within the soil. This approach can be extended to arbitrary one-dimensional728

soil profiles with more complex initial saturation distributions. The (semi-) analytical729
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nature of the solutions and the explicit prediction of the depth of the water table are ad-730

vantageous for the integration into land surface models.731
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Appendix A Full two-phase flow formulation742

The full system is composed of two phases, water and gas, in a non-deforming and743

stationary porous medium with porosity φ and permeability k. The transport equations744

for the water and gas phases can be respectively written as follows745

φ
∂

∂t
(ρs) +∇ · (ρq) = 0 (A1)

φ
∂

∂t
(ρgsg) +∇ · (ρgqg) = 0 (A2)

where subscript g refers to the gas phase quantities. The corresponding water phase quan-746

tities have no subscripts for brevity. The saturation, density and volumetric flux of wa-747

ter [gas] phase are given by s [sg], ρ [ρg] and q [qg], respectively. Equations (A1) and748

(A2) can be combined to yield the following two-phase continuity equation749

∇ · (q + qg) = 0. (A3)

The volumetric flux in water and gas phases can be respectively written as an extension
to Darcy’s law,

q = −kkrw
µ

(∇p− ρg) and qg = −kkrg
µg

(∇pg − ρgg) (A4)

where q [qg] is the Darcy’s volumetric flux of water [gas] phase (m3/m2.s), krw [krg] is
the relative permeability of water [gas] and µ [µg] is the dynamic viscosity of water [gas]
(Pa.s). Relative permeabilites krw and krg are function of water saturation s (Wyckoff
& Botset, 1936). The absolute permeability of the porous medium (m2), given by k, is
a function of the porosity φ. The pressures (kg/m.s2) for water and gas phases are p and
pg respectively. The acceleration due to gravity (m/s2) is given by g = gẑ. The sys-
tem of equations is closed by the constitutive relation for capillary pressure pc

pc(s) = pg − p, (A5)

which relates the two phase pressures and is typically assumed to be a function of sat-750

uration only (Leverett, 1941; Brooks & Corey, 1964; van Genuchten, 1980). The con-751

stitutive functions for multi-phase flow, krw, krg and pc, display complex hysteresis (Blunt,752

2017), but here we only consider the simplest case.753
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Appendix B Connection between full two phase flow equations and754

Richards equation755

In order to derive Richards equation from the full two-phase flow equations we rewrite756

water saturation equation (A1) and total mass balance (A3) by substituting Darcy’s law757

(A4),758

φ
∂s

∂t
−∇ ·

[
kkrw
µ

(∇p− ρg)

]
= 0, (B1)

∇ ·
[
−kkrw

µ
(∇p− ρg)− kkrg

µg
(∇pg − ρgg)

]
= 0. (B2)

In one-dimensional depth coordinates, (B2) can be integrated as follows

−kkrw
µ

(
∂p

∂z
− ρg

)
− kkrg

µg

(
∂pg
∂z
− ρgg

)
= qT , (B3)

where qT is the total flux across the domain. Moving terms to the right, we get

kkrw
µ

(
∂p

∂z
− ρg

)
= −qT −

kkrg
µg

(
∂pg
∂z
− ρgg

)
. (B4)

Substituting the capillary pressure pc from Equation (A5) in (B4) gives

kkrw
µ

(
∂p

∂z
− ρg

)
= −qT −

kkrg
µg

[
∂(pc + p)

∂z
− (ρg − ρ+ ρ)g

]
, (B5)

kkrw
µ

(
∂p

∂z
− ρg

)
= −qT −

kkrg
µg

[
∂pc
∂z
− (ρg − ρ)g

]
− kkrg

µg

(
∂p

∂z
− ρg

)
. (B6)

Moving the last term on RHS to the left gives

k

(
krw
µ

+
krg
µg

)(
∂p

∂z
− ρg

)
= −qT −

kkrg
µg

[
∂pc
∂z

+

(
1− ρg

ρ

)
ρg

]
. (B7)

Taking µg common from the denominator of LHS,

k
1

µg

(
µg
µ
krw + krg

)(
∂p

∂z
− ρg

)
= −qT −

kkrg
µg

[
∂pc
∂z

+

(
1− ρg

ρ

)
ρg

]
(B8)

Multiplying both sides by
µg
µ krw

µg
µ krw+krg

gives

k
krw
µ

(
∂p

∂z
− ρg

)
= −

µg
µ krw

µg
µ krw + krg

qT −
kkrg
µg

µg
µ krw

µg
µ krw + krg

[
∂pc
∂z

+

(
1− ρg

ρ

)
ρg

]
(B9)

= −µg
µ

krw
µg
µ krw + krg

qT −
k

µ

krwkrg
µg
µ krw + krg

[
dpc
ds

∂s

∂z
+

(
1− ρg

ρ

)
ρg

]
(B10)

where chain rule has been used for pc(s). Finally, substituting (B10) into 1D version of
(B1) gives

φ
∂s

∂t
+

∂

∂z

(
F(s)−D(s)

∂s

∂z

)
= 0 (B11)

where advective flux F(s) and diffusive flux D(s) components are given as

F(s) =
µg
µ

krw
µg
µ krw + krg

qT +
k

µ

krwkrg
µg
µ krw + krg

(
1− ρg

ρ

)
ρg, (B12)

D(s) = −k

µ

krwkrg
µg
µ krw + krg

dpc
ds

. (B13)
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Now assuming that gas density and viscosity are much less compared to that of water,
i.e., µg/µ � 1 and ρg/ρ � 1, as given in Kees (2004). This leads to a simplification
in flux equations (B12 & B13) as

F(s) =
kkrw
µ

ρg, (B14)

D(s) = −kkrw
µ

dpc
ds

. (B15)

Therefore, the water saturation evolution equation (B11) becomes

φ
∂s

∂t
+

∂

∂z

(
kkrw
µ

ρg +
kkrw
µ

dpc
ds

∂s

∂z

)
= 0 (B16)

Next introducing the variables,

Soil moisture content / volume fraction of water, θ(s) :=
Volume of water

Total volume
= φs, (B17)

Hydraulic conductivity (m/s), K(θ) :=
k(θ)krw(θ)

µ
ρg, (B18)

Capillary suction head (m), Ψ(θ) := pc(θ)/ρg. (B19)

Since porosity, φ, is invariant with time it can be combined with s to yield soil moisture
content. Lastly, combining the capillary pressure terms transforms (B16) into final form
of Richards equation (Richards, 1931) as

∂θ

∂t
+

∂

∂z

(
K(θ) +K(θ)

∂Ψ(θ)

∂z

)
= 0. (B20)

Although here we derive the Richards equation in soil moisture content (θ) form,759

we use its saturation (s) form in this manuscript.760
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